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About Me: Kai Yu   



•  Why vector and vector search? 

•  Vector search in Oracle database 23ai 

•  Generating vector embedding              

•  AI Vector Search for RAG in Generative AI 
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             Vector and Vector Search 



 What are Vectors? 
• Machine learning models are based on statistical calculation and they work with numbers. 
• Before passing texts into the model process, you must first tokenize the words and converts  the  words  into 

numbers.   
• Vectors are used in AI to capture the semantics of data: Images, documents, videos, or even structured data 
 
 

 

 

 

 

 

        

 

 

 

       

 
 

 

 

 

 
 



 Vector Embeddings  
 
Maps input to a multi-dimensional “concept space” as a vector of numbers 

 
     

 

   

 

 

 

 

 

 

        

 

 

 

 

 
 

 

 

 
 



Vector Search based on the Similarity of Entities:  
A new technology that enhances information retrieval by mapping queries to relevant data in your database based 
on semantics, instead of precise matches, using vectors to measure similarity 
 
Word relatedness in two dimensions : Compare vectors to determine object relatedness or similarity 
Similarity is based on the distance of two vectors : the mathematical distance between them 
 The more similar entities are, the shorter the distance between their vectors 
 

                                                                                                    V1                                           V2 

 

 

 

        

                                                                                              Distance of two vectors V1 and V2 =  

                                                                                                SQRT ((𝑌1 − 𝑋1)2+(𝑌2 − 𝑋2)2 + (𝑌3 − 𝑋3)2) 
 

 

                                                                                           There are many mathematical distance formulas  
                                                                                                                    (e.g., Euclidean, Cosine, Hamming) 

 
 

X1, x2, X3 Y1, Y2,Y3 



 Oracle AI Vector Search with Oracle Database 23ai 
 

 

 

 

 

 

 
 

 

 

 
 



AI Vector Search Feature in Oracle Database 23ai 
 

 

 

  

 

 

 

 
 

 

   

 
 

Create a table with vector data type: 
create table my_vectortable 
       (id number,  
       datavec   VECTOR(3, FLOAT32) 
        ) 

Vector DML operation: 
Insert to the vector table: 
    insert into my_vectortable (1,   
        TO_VECTOR(‘*1.1, 2.2, 3.3+’); 
 



Vector  Search SQL | Distance Function 
. NEW SQL Function to compute distance between vectors to gauge similarity 

    VECTOR_DISTANCE(VECTOR1, VECTOR2, <optional distance metric>) 

• Different embedding models can use different distance metrics, but the basic concept remains the same 

• The Distance between two vectors is smaller for entities that are more similar 

• Distance functions supported in 23ai  (specified in metric ) are: 

      COSINE (Default), EUCLIDEAN, EUCLIDEAN_SQUARED, HAMMING, MANHATTAN,   DOT 

 
 



 Oracle AI Vector Search with Oracle Database 23ai 
•   Similarity search using vector_distance function: 

          SELECT id, to_number(vector_distance(vector('[1.1, 2.2, 3.3]'), v)) distance  FROM   vt2 
        Look for closest vectors to a given vector(5,0)   Look for closet Vectors to a given Vector(5,5) 
     
    
 
  

        
 
 
 
  
 
 
 
 
 
 

   

 
 



Vector Indexes for Faster Similarity Searches 
•   Designed to accelerate similarity searches using high-dimensional vectors.   

•   Use techniques such as clustering, partitioning, and neighbor graphs  to group vectors    representing    

     similar items 

• Index Creation syntax: 

 

 
 
  

 
• Neighbor Graph Vector Index:  Graph-based index where vertices represent vectors and edges between 

vertices represent similarity, In-Memory only index – highly efficient for both accuracy  and speed 

• Hierarchical Navigable Small Worlds (HNSW): a multi-layer in-memory graph index 
• Neighbor Partition Vector Index: Partition-based index with vectors clustered into table partitions 

based on similarity 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 
 

CREATE VECTOR INDEX  index_name ON table(vector_column) 
ORGANIZATION [INMEMORY NEIGHBOR GRAPH | NEIGHBOR PARTITIONS] 
DISTANCE COSINE | EUCLIDEAN | MANHATTAN | ... 
TARGET_ACCURACY [<percent> | <Low-level parameters: efConstruction, nClusters 



 Oracle AI Vector Search Livelab 
  . LiveLab Link: https://apexapps.oracle.com/pls/apex/r/dbpm/livelabs/view-

workshop?wid=1070&clear=RR,180&session=102975809866838 
 

  

        

 

 

 

  

 

 

 

 
 

 

   

 
 



 

 

    

                         Vector Embeddings 



 Generating Vector Embeddings: 
 

   Used an embedding model to convert unstructured data into vectors: images, text, audio. 

 

 

 

 

 

 

 

 
 

 

 

 
 



 Generating Vector Embeddings: 
Use Pre-Created Embeddings : Load vectors directly from external files into database into  

          VECTOR columns USING SQL*LOADER,  or map the  data as external tables  

. Use an external embedding service such as text-embedding-ada-002 model in Openai 

             
 

 
 

 

 

 
 

Generate vectors outside the database with AI model providers like Open-AI, Cohere, and Google 

    . Create a credential using the new CREATE_CREDENTIAL() API 

       DBMS_VECTOR.CREATE_CREDENTIAL("OPENAI_CRED", auth_params);  

    . PL/SQL APIs can perform REST callouts to model providers to generate embeddings 

         model_params := '{ 
                 "provider": "openai", 
                  "credential_name": "OPENAI_CRED", 
                 "url": "https://api.openai.com/v1/embeddings", 
                 "model": "text-embedding-ada-002" }‘ 
     . Call the new UTL_TO_EMBEDDING() API  to generate the vectors from the text 
          SELECT 
           DBMS_VECTOR.UTL_TO_EMBEDDING(query_text,  json(model_params)) 
           FROM document_text; 



Database Resident Embedding Model  
 . Import ONNX embedding model from Huggingface , then generate embeddings with the ONNX  

    embedding model 

 . Method 1: the OML4Py EmbeddingModel2OML package  to Import pretrained models in 

    ONNX Format into Oracle database 

     Sample codes:  generate from preconfigureded model "sentence-transformers/all-MiniLML6-v2" 

          import oml 

          from oml.utils  import EmbeddingModel 
          em = EmbeddingModel(model_name="sentence-transformers/all-MiniLM-L6") 

          em.export2db(“ALL_MINILM_L6”) 

           #or 

          em.export2file(“all-MiniLM-L6.onnx",output_dir=“/mydir") 
 

   * if all-MiniLM-L6.onnx  file can be copied to other database servers and upload it to other databases. 
 

 
 



Database Resident Embedding Model  
 

• Method 2: Download the augmented model all-MiniLM-L12-v2 model in ONNX format 
     all_MiniLM_L12_v2_augmented.zip through this (link)      
      and unzip it to the model all_MiniLM_L12_v2.onnx 
 
     
      $ unzip all_MiniLM_L12_v2_augmented.zip 
      Archive:  all_MiniLM_L12_v2_augmented.zip 
       inflating: all_MiniLM_L12_v2.onnx 
      inflating: README-ALL_MINILM_L12_V2_augmented.txt    
      
     Load the augmented model to Oracle 23ai database: 
 
      BEGIN 

      DBMS_VECTOR.LOAD_ONNX_MODEL( 

        directory => 'DM_DUMP', 
        file_name => 'all_MiniLM_L12_v2.onnx', 
        model_name => 'ALL_MINILM_L12_V2'); 
      END; 
      / 

 
 

Refer to this blog: https://blogs.oracle.com/machinelearning/post/use-our-prebuilt-onnx-model-

now-available-for-embedding-generation-in-oracle-database-23ai 

https://adwc4pm.objectstorage.us-ashburn-1.oci.customer-oci.com/p/VBRD9P8ZFWkKvnfhrWxkpPe8K03-JIoM5h_8EJyJcpE80c108fuUjg7R5L5O7mMZ/n/adwc4pm/b/OML-Resources/o/all_MiniLM_L12_v2_augmented.zip


 

The Similarity Property Powers Vector Search  
 

Vector Embedding 

User 

Query 

Query Vector 

Vector Search 

                        Data Corpus 
(encoded with the same embedding model) 

Top K Matches 



• Generate a query vector for use in a similarity search : 
 ACCEPT text_input CHAR PROMPT 'Enter text: ' 

VARIABLE text_variable VARCHAR2(1000) 

VARIABLE query_vector VECTOR 

BEGIN 

:text_variable := '&text_input'; 

SELECT vector_embedding(doc_model using :text_variable as data) 

 into :query_vector; 

       END; 

        / 

• Run a similarity search to find, the first four most relevant chunks that 

    talk about a topic such as ‘Vector Search’ 
   SELECT doc_id, chunk_id, chunk_data 

   FROM doc_chunks 

  ORDER BY vector_distance(chunk_embedding , :query_vector, COSINE) 

  FETCH FIRST 4 ROWS ONLY; 

 

** refer to Oracle AI Vector Search User's Guide , 23ai, F87786-05, June 2024 

 
 

Implementing Vector Search in Oracle Database  



• Vector Utility PL/SQL packages to perform chunking, embedding, and 

     text generation operations along with text processing and similarity search 

          1. Converts a PDF file to plain text (using UTL_TO_TEXT) 

          2. Splits the resulting text into appropriate-sized chunks (using UTL_TO_CHUNKS) 

          3.  Generates vector embeddings on each chunk (using UTL_TO_EMBEDDINGS) (To get an 

          embedding, this function uses ONNX embedding models that you load into the database 

      

 
 

Generating Embeddings of PDF Document 



Generating Embeddings of PDF document 
•  Chunking: breaking down large documents into smaller manageable pieces 

•  Impacts quality of retrieved information and generated responses  

•   What chunks created will eventually retrieved during inference. 

•   Chunk Size : too small : retrieve the too little  

                           too big: it may confuse the LLM 

  . Three main strategies:  

•  Fixed-size: Equal-sized blocks  

•  Semantic: Varying sizes based on contents 

• Hybrid: Combination of fixed and semantic approaches 

• Choice depends on data nature and expected  

•   Fixed-size Chunking                                        

•  Divides text into chunks of predetermined size  

•  Simple to implement  

•  Consistent processing time  

•  May break apart related information  

 

 
 



 Generating Embeddings of PDF document 
•   Semantic Chunking 

• Divides text based on meaning  

•  Keeps related information together  

•  More coherent chunks  

•  Can be more complex to implement  
 
• Hybrid Chunking 

•   Combines fixed-size and semantic approaches  

•   Balances simplicity and coherence  

•   Adaptable to different content types  

•   Requires careful tuning  
 
Refer to  

From RAG-tag to RAG-nificent: Selecting Optimal algorithms for  

 Conversational AI,  Oracle Cloudworld presentation by Ago Canepa  

Amir Rezaeian  

 
 



 

 

    

    AI Vector Search for Retrieval Augmentation  

      Generation(RAG) 



 Oracle AI Vector Search for RAG 
  . Limitations of using LLMs to answer my questions  
 

        

 

 

 

  

 

 
 

 

                                                                          . Large Language  Models (LLMs)  are trained on  a broad   

                                                                                               range of data  from the internet. 

                                                                                          .  LLMs were  trained with the  data that were available in the      

                                                                                               internet at the of training.  

                                                                                          .  LLMs training has no access to private enterprise data 
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 Oracle AI Vector Search for RAG 
  . Vector database augments Generative AI by retrieving detailed, often private contents needed to  
   answer questions 
   

     

        

 

 

 

  

 

 

 

 
 

 

   

 
 



 Oracle AI Vector Search for RAG 
  .  Vector database in Retrieval Augmentation Generation(RAG) 
   

     

        

 

 

 

  

 

 

 

 
 

 

   

 
 



Building a RAG application with Vector Search and LangChain 
   

. A simple RAG application using Oracle AI Vector Search and Langchain framework **  
     ** Note: For the complete details of this sample application, refer to  Oracle AI Vector Search livelab  
  
 

 

 

 
 

 

   

 
 

 
  

 

https://apexapps.oracle.com/pls/apex/r/dbpm/livelabs/view-workshop?wid=3927&clear=RR,180&session=4919779338838
https://apexapps.oracle.com/pls/apex/r/dbpm/livelabs/view-workshop?wid=3927&clear=RR,180&session=4919779338838
https://apexapps.oracle.com/pls/apex/r/dbpm/livelabs/view-workshop?wid=3927&clear=RR,180&session=4919779338838


Building a RAG Application with Vector Search and LangChain 
1. Load the pdf document such as Oracle database 23ai user guild.pdf 

2.  Transform the pdf document to text. 

3.  Chunk the text document into smaller pieces 

4.  Embed the chunk as vectors  to be stored in  Oracle Database 23ai          

5.  Ask the question for the prompt. The question will be vectorized in the same embedding model 

6.  The question will be passed to Oracle Database 23ai to do a similarity search 

7.  The search results (context) are passed to the LLM to generate the response.   
 

 

  

 

 

 

 
 

 

   

 
 



Building a RAG Application with Vector Search and LangChain 
1. Load the pdf document                                
 
#Creating a pdf reader object pdf: 
 
   pdf = PdfReader(‘filename.pdf’) 

 
 
 
 
 
 

 

 
2. Transform the pdf document to text 
 
   for page in pdf.pages                       

                 text += page.extract_text()                                                     
                                                            

 

 

 

 
 

 

 
 



Building a RAG Application with Vector Search and LangChain 
3. Split the text document into smaller chunks 
  
 text_splitter = CharacterTextSplitter(separator="\n",chunk_size=800,chunk_overlap=100,length_function=len) 

           chunks = text_splitter.split_text(text) 
 
 
 
 
 
 
 
 

 

 

 
 



Building a RAG application with Vector Search and LangChain 
 

4. Using an embedding model  to embed the chunk as vectors  to be stored in   
     Oracle Database 23ai          

  The embedding model used here  all-MiniLM-L6-v2 from HuggingFace  
    model_4db = HuggingFaceEmbeddings(model_name="sentence-transformers/all-MiniLM-L6-v2") 
 
   knowledge_base = OracleVS.from_documents(docs, model_4db, client=conn23c,  
                                      table_name="MY_DEMO4",   

                                              distance_strategy="DistanceStrategy.DOT_PRODUCT")      
 

 

 
 



Building a RAG Application with Vector Search and LangChain 
Check the database table created by Langchain: Columns: id, metadata, chunk text and  
 corresponding vector  :  
 

 
Select * from my_demo4 
 where rownum < 2 

 
 
 
 
 
 
 

 

 

 
 



Building a RAG Application with Vector Search and LangChain 
 

5. Build the prompt to query the document 
  user_question  =  (‘Tell me more about AI Vector Search”) 
 
  
 
 
 
 

Start the Vector search based on the prompt , Set up time to measure performance: 
result_chunks=knowledge_base.similarity_search(user_question) 

 

 
 



Building a RAG Application with Vector Search and LangChain 
Choose an LLM to generate your response 

  Choose 1: Use Meta Llama  LLM through OCI GenAI service  
  Sets up the OCI GenAI Service LLM to use Meta Llama 
 

 
                                                                                               

 
 
  

 
 



Building a RAG Application with Vector Search and LangChain  
  Choose 2: use Cohere LLM through OCI GenAI LLM  

    Set up OCI GenAI service to use the Cohere LLM              
 
ENDPOINT = "https://inference.generativeai.us-chicago-1.oci.oraclecloud.com" 
 

llm = OCIGenAI(model_id="cohere.command", 

                             service_endpoint="https://inference.generativeai.us-chicago-1.oci.oraclecloud.com",  
                    compartment_id=COMPARTMENT_OCID, 

                            model_kwargs={"temperature": 0.7, "top_p": 0.75, "max_tokens": 2000}, 
                          auth_type="API_KEY",) 
 
 
 
 
 
 
 
 
 
                                                                                          
 

 
                                                                                               

 
 
  
 
 

 

 
 



Building a RAG application with Vector Search and LangChain  

Set up a template for the question and context, and instantiate the database retriever object  
to use the retriever to retrieve context from Oracle Database 23ai 
                                                                                          

    template = """Answer the question based only on the  following context: {context} Question: {question} """ 

      prompt = PromptTemplate.from_template(template) 

       retriever = knowledge_base.as_retriever() 
 

                                                                                               
 

 
  
 
 

 

 
 



Building a RAG application with Vector Search and LangChain  

 LangChain  provides framework for creating chains of component , including LLMs and other type of  

 components.  
   

 
 
 
 
 
 
 
 
 
 
 
 

 
                                                                                               

 
 
  
 
 

 

 
 



Building a RAG application with Vector Search and LangChain  

  the LangChain pipeline : chains all the components together to produce an LLM response:  

   with context:  Retrieve the context,  construct the prompt with the question and context 

    Pass to LLM for the response  

    chain = ( {"context": retriever, "question": RunnablePassthrough()} | prompt| llm  | StrOutputParser()) 
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Please place the following three slides 
at the end of your slide deck 

  GenAI RAG Architecture with Vector Search  



• Vector and Vector  search 
• Vector Search in Oracle Database 23ai 
• Vector Embedding Methods 
• AI Vector Search for RAG in GenAI 

 

 

 

 

        Summary  



Save the Date 
Analytics and Data  

Summit 2025 

 
April 8-10, 2025 

Oracle Conference Center 
Redwood Shores, California 

 

https://andouc.org/andsummit2025/ 

  

Registration is 
now open! 

http://www.andouc.org/andsummit2024
https://andouc.org/andsummit2025/


Helpful Links –  

ORACLE ANALYTICS VIDEOS: 

https://www.youtube.com/@OracleAnalytics/videos 

 

OAC SEPTEMBER NEW FEATURES VIDEOS BY ORACLE:  https://bit.ly/OACSept24Features 

 

OAC NEW FEATURES  DOCUMENTATION BY ORACLE: 

https://docs.oracle.com/en/cloud/paas/analytics-cloud/acswn/index.html#GUID-CFF90F44-BCEB-49EE-B40B-8D040F02D476 

 

ORACLE ANALYTICS COMMUNITY: 

https://community.oracle.com/products/oracleanalytics 

 

ORACLE ANALYTICS LIBRARY/EXAMPLES: 

https://www.oracle.com/business-analytics/data-visualization/examples/ 

 

ORACLE ANALYTICS LIVE DEMOS: 

https://www.oracle.com/business-analytics/data-visualization/demos/ 
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