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About Me: Kal Yu

= Independent Consultant, Ex Dell Technologies Distinguished Engineer

= 30 years experience in Tech Industry

= Specializing in Oracle Database/Apps, Cloud and Al/Machine Learning
= Author and Frequent Speaker at IEEE and Oracle Conferences

= |OUG Cloud Computing SIG Co-founder and VP

= Oracle ACE Director since 2010

= Oracle Cloud Infrastructure Generative Al Certified Professional

= OAUG Innovator of Year Award

= Oracle Technologist of the Year: Cloud Architect by Oracle Magazine

= My Blog: http://kyutechblog.wordpress.com/
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« Why vector and vector search?

* Vector search in Oracle database 23ai

* Generating vector embedding

e Al Vector Search for RAG in Generative Al



Vector and Vector Search



What are Vectors?

* Machine learning models are based on statistical calculation and they work with numbers.

» Before passing texts into the model process, you must first tokenize the words and converts the words into
numbers.

* Vectors are used in Al to capture the semantics of data: Images, documents, videos, or even structured data

Vectors in Al represent semantics of .
unstructured data such as images, documents, videos, etc. Exam ple: the features for a house iImage

could be

A vector is a sequence of
numbers, called dimensions, Vector Features
used to capture the important

[ ]
23 "features” of the data Type of roof
Vectors represent the semantic

Vector

S content of data, not the Sl O
represents a different feature

underlying words or pixels It | ' ofthe house
T l 'I ,

Vectors generated using deep
learning embedding models




Vector Embeddings

Maps input to a multi-dimensional “concept space” as a vector of numbers

— Image §  Vector fromimage
108,0.5,09,-06, ...]

v

b
Vector from text

‘ . ; N[
a dog relaxing on the floor” mem —) 09.03,06,-05,..]
Audio Vector from audio
M — Transformer 09,0.1,02,-09, ...]




Vector Search based on the Similarity of Entities:

A new technology that enhances information retrieval by mapping queries to relevant data in your database based
on semantics, instead of precise matches, using vectors to measure similarity

Word relatedness in two dimensions : Compare vectors to determine object relatedness or similarity
Similarity is based on the distance of two vectors : the mathematical distance between them
The more similar entities are, the shorter the distance between their vectors

elephant V1 V2

dog lion
wolf cat - -
oy Hger X1, x2, X3
kitten

Distance of two vectors V1 and V2 =
SQRT ((Y1 — X1)?+(Y2 — X2)? + (Y3 — X3)?)

blackberry
There are many mathematical distance formulas

(e.g., Euclidean, Cosine, Hamming)



Oracle Al Vector Search with Oracle Database 23ai
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Al + Converged Data:
Oracle's Strategy fo-,
Data Management

with Larry Ellison and Juan Loaiza Y L \ - | -
y R O il Schema Property
: : l A20 Level g Graphs

SQL Plan Management Lock-Free

~ Reservations D ata b ase

Read-Only
@ © | B l Per-PDB

mgou”g'gg* Privileges
— ORACLE 2 3al ‘L%’ > 2N

“EEE

@-) {@} Standby @

(-

g B JSON / Relational True Cache @

Microservice Support Duality . ' - SQL Firewall
Gl

Priority Transactions === Globally
- Al Vector Search , s Distributed

Database

Rolling @ JavaScript (@\ Shrink Boolean
] Stored w Tablespac
Patching 0-0-0 [o] pace Datatype

Procedures Developer Role




Al Vector Search Feature in Oracle Database 23ai

Al Vector Search

An end-to-end solution for similarity search operations

New VECTOR data type for storing vector embeddings

New SQL syntax and functions expresses similarity
search with ease

New Approximate search indexes packaged and tuned
for high performance and quality

Vector similarity search in queries alongside business
data about customers and products

Handle vector and other workloads in same database

<1111

Create a table with vector data type:
create table my_vectortable

(id number,

datavec VECTOR(3, FLOAT32)

)

Vector DML operation:
Insert to the vector table:
insert into my_vectortable (1,
TO_VECTOR(‘[1.1, 2.2, 3.3]");




Vector Search SQL | Distance Function

. NEW SQL Function to compute distance between vectors to gauge similarity
VECTOR_DISTANCE(VECTOR1, VECTOR2, <optional distance metric>)

* Different embedding models can use different distance metrics, but the basic concept remains the same

* The Distance between two vectors is smaller for entities that are more similar
* Distance functions supported in 23ai (specified in metric ) are:
COSINE (Default), EUCLIDEAN, EUCLIDEAN_SQUARED, HAMMING, MANHATTAN, DOT

Cosine Distance/Similarity

vt p =2 Euclidean distance

2 21
. 1%, = Xplla = (1 x1 = %51 |+ x50 = %2[7)2

X, = (1133 AB - Z AL Bi
=1

Item 1
p =1 Manhattan distance

1%, = Xpllas = 151 = X1 | + [0 = %35

X, = (xalv va)

p = o Chebyshev distance

X x= 1%, = Xpll o = max{|x,; = xp [, [ X0 = X |}




Oracle Al Vector Search with Oracle Database 23ai

« Similarity search using vector_distance function:

SELECT id, to_number(vector_distance(vector('[1.1, 2.2, 3.3]'), v)) distance FROM vt2
Look for closest vectors to a given vector(5,0) Look for closet Vectors to a given Vector(5,5)

SQL> SELECT id SOL> SELECT id
3 ORDER BY vwvector_distance( 3 ORDER BY vector_distance(vector('([5, 5]'), v)
K vector('[S, 0)]1°)., wv) 4 FETCH FIRST 5 ROWS ONLY;
S FETCH FIRST 3 ROWS ONLY;
ID
B e
__________ 5
2
2
8
1
6
3 +
3 rows selected. 5 rows selected.
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Vector Indexes for Faster Similarity Searches

Designed to accelerate similarity searches using high-dimensional vectors.
Use techniques such as clustering, partitioning, and neighbor graphs to group vectors representing
similar items

Index Creation syntax:

CREATE VECTOR INDEX index_name ON table(vector_column)

ORGANIZATION [INMEMORY NEIGHBOR GRAPH | NEIGHBOR PARTITIONS]
DISTANCE COSINE | EUCLIDEAN | MANHATTAN | ...

TARGET _ACCURACY [<percent> | <Low-level parameters: efConstruction, nClusters

Neighbor Graph Vector Index: Graph-based index where vertices represent vectors and edges betweer
vertices represent similarity, In-Memory only index — highly efficient for both accuracy and speed

Hierarchical Navigable Small Worlds (HNSW): a multi-layer in-memory graph index
Neighbor Partition Vector Index: Partition-based index with vectors clustered into table partitions
based on similarity



Oracle Al Vector Search Livelab

. LiveLab Link: https://apexapps.oracle.com/pls/apex/r/dbpm/livelabs/view-

workshopewid=1070&clear=RR,180&session=102975809866838

O Oracle Livelabs reached 3 Million Views!! O

~ OracleLiveLabs has™
hundreds of , =

freehan ® on %"O

workshops
foryou

Watchon (9 YouTube

o,

Oracle Al Vector Search - Basics

In this workshop you will learn about the new Vector Data Type and run hands-on
exercises using the Oracle 23¢ Free database. Exercises include:

-running basic query and DML operations on Vectors,

-using Vector distance functions to find nearest Vectors,

-utilizing Aftribute filtering to narrow down search results

-testing additional functions associated with Al Vector Search.

View Login Info

© 1hour, 30 minutes

Organizer: Event Date: + Introduction
Oracle Thursday 18 April

+ Get Started
Outline

- Lab 1: Vector DDL,

o Use Vectors in Oracle 23c Free DML and Queries

database.

+ Basic query and DML operation on
\ectors.

+ Use Vector_distance functions to
find the nearest Vector

+ Use Attribute filtering to narrow

Introduction

Connecting to your
Vector Database

Task 1: Create

down search results Vectorin a fable
+ Additional functions for using Al Task 2: Insert Vectors
Vector Search into a Vector table
- Task 3: Select the
Prerequisites values from a Vector

+ Basic knowledge of Oracle Task 4; Update
Database Vectors

Task 5: Performing
DML operations on

Vectors

Time Remaining: 22h 50m 59s

Database ENV set for FREE

up the Databas /.set-env-db.sh

NV: source /usr/local/bin/

6.0 - Development on Tue Nov 2

23, Oracle, ALl rights reserved.

time: Tue Nov 2 :27:07 +00:00

Develop, Learn, Run for Free (LA)

Task 1: Create a Vector in a table

Create a Vector in a table.

You will natice when we describe the table, we can see the new VECTOR data type is displayed.

Capy



Vector Embeddings



Generating Vector Embeddings:

Used an embedding model to convert unstructured data into vectors: images, text, audio.

b o ' Image | Vector from image

- g'h*u [08,05,09,-06, ...]

2 - ; \ Vector from text
a dog relaxing on the floor” mem —) 09,03,06,-05, .
Audio Vector from audio

M ' dl (05.01,02,09,..]




Generating Vector Embeddings:
Use Pre-Created Embeddings : Load vectors directly from external files into database into

VECTOR columns USING SQL*LOADER, or map the data as external tables

. Use an external embedding service such as text-embedding-ada-002 model in Openai

Generate vectors outside the database with Al model providers like Open-Al, Cohere, and Google
. Create a credential using the new CREATE_CREDENTIAL() API
DBMS_VECTOR.CREATE_CREDENTIAL("OPENAI_CRED", auth_params);
. PL/SQL APIs can perform REST callouts to model providers to generate embeddings
model params =Y
"provider": "openai",
"credential_name": "OPENAI_CRED",
"url": "https://api.openai.com/vl/embeddings",
"model": "text-embedding-ada-002" }
. Call the new UTL_TO EMBEDDING() API to generate the vectors from the text
SELECT
DBMS_VECTOR.UTL_TO EMBEDDING(query_text, json(model_params))

FROM document_text;



Database Resident Embedding Model
. Import ONNX embedding model from Huggingface , then generate embeddings with the ONNX

embedding model
. Method 1: the OML4Py EmbeddingModel20OML package to Import pretrained models in

ONNX Format into Oracle database
Sample codes: generate from preconfigureded model "sentence-transformers/all-MiniLML6-v2"

import oml|

from oml.utils import EmbeddingModel
em = EmbeddingModel(model name="sentence-transformers/all-MiniLM-L6")

em.export2db(“ALL_MINILM L6")

Hor
em.export2file(“all-MiniLM-L6.onnx",output_dir="/mydir")

* If all-MiniLM-L6.onnx file can be copied to other database servers and upload it to other databases.



Database Resident Embedding Model

* Method 2: Download the augmented model all-MiniLM-L12-v2 model in ONNX format
all._MiniLM_L12 v2_augmented.zip through this (link)
and unzip it to the model all_MiniLM_L12 v2.onnx

$ unzip all_MiniLM_L12_v2_augmented.zip
Archive: all_MiniLM_L12_v2_augmented.zip
inflating: all_MiniLM_L12_v2.onnx

inflating: README-ALL_MINILM_L12_V2_augmented.txt

Load the augmented model to Oracle 23ai database:

BEGIN
DBMS_VECTOR.LOAD_ONNX_MODEL(
directory =>'DM_DUMP’,
file_name =>"'all_MIiniLM_L12_v2.onnx/,
model_name =>"'ALL_MINILM_L12_V?2);
END;
/

Refer to this blog: https://blogs.oracle.com/machinelearning/post/use-our-prebuilt-onnx-model-
now-available-for-embedding-generation-in-oracle-database-23ai


https://adwc4pm.objectstorage.us-ashburn-1.oci.customer-oci.com/p/VBRD9P8ZFWkKvnfhrWxkpPe8K03-JIoM5h_8EJyJcpE80c108fuUjg7R5L5O7mMZ/n/adwc4pm/b/OML-Resources/o/all_MiniLM_L12_v2_augmented.zip

The Similarity Property Powers Vector Search

Vector Search
Vector Embedding Top K Matches

Data Corpus
(encoded with the same embedding model)



Implementing Vector Search in Oracle Database

* Generate a query vector for use in a similarity search :
ACCEPT text_input CHAR PROMPT 'Enter text: '

VARIABLE text_variable VARCHAR2(1000)

VARIABLE query_vector VECTOR

BEGIN

:text_variable := '&text_input’;

SELECT vector_embedding(doc_model using :text_variable as data)

into :query_vector;
END;
/
* Run a similarity search to find, the first four most relevant chunks that

talk about a topic such as ‘Vector Search’

SELECT doc _id, chunk_id, chunk_data

FROM doc_chunks

ORDER BY vector_distance(chunk_embedding , :query_vector, COSINE)
FETCH FIRST 4 ROWS ONLY;

** refer to Oracle Al Vector Search User's Guide , 23ai, F87786-05, June 2024



Generating Embeddings of PDF Document
» Vector Utility PL/SQL packages to perform chunking, embedding, and

text generation operations along with text processing and similarity search
1. Converts a PDF file to plain text (using UTL_TO_TEXT)
2. Splits the resulting text into appropriate-sized chunks (using UTL_TO_CHUNKS)
3. Generates vector embeddings on each chunk (using UTL_TO_EMBEDDINGS) (To get an
embedding, this function uses ONNX embedding models that you load into the database

f Vocabulary
: [0.11111006, ” = 4m
| | ROAZS0) ‘ ‘ @ ‘ & @ o
Ill —'w_ = [0.014459128, Text Chunks ‘
r— UTL TO TEXT \ ) 00277361721,
PDF W UTL TO _CHUNKS Vi UTL TO_EMBEDDINGS 0.245020064] ] Tokiing
—_ _ e ‘
FILE TEXT CHUNKS EMBEDDINGS :
Maximum : -
Tokens 3 @ »
Vectors

!

Truncated
Tok Vector
okens Index




Generating Embeddings of PDF document

* Chunking: breaking down large documents into smaller manageable pieces
* Impacts quality of retrieved information and generated responses
* What chunks created will eventually retrieved during inference. ST
 Chunk Size : too small : retrieve the too little Source Dex

too big: it may confuse the LLM .

. Three main strategies:
* Fixed-size: Equal-sized blocks
* Semantic: Varying sizes based on contents

* Hybrid: Combination of fixed and semantic approaches e v w3 e (s

* e Rate Sl taw e Ut waAile N Dt of Te

ol rerTen et of e e | agharon

* Choice depends on data nature and expected e vl b 1 gt e e (et e ot et b T

Age of twurety Mom Yoary o Seen v Yaery @ (B of B e

L AL - P> = Al

* Fixed-size Chunking
* Divides text into chunks of predetermined size
e Simple to implement
* Consistent processing time
* May break apart related information




Generating Embeddings of PDF document

Example (dhunk See 50 words)

 Semantic Chunking Swn Do

e Divides text based on meaning

* Keeps related information together
* More coherent chunks

e Can be more complex to implement

T T

TN Nl o s e e Ol D T el S8 A G | e
PRy W e Ve by e acgm of T wewr 8 e 9 T My
P Nate @9 Ww T ua aBors it Y Taciun, of Oe
PRI MR T O 1N T | g e
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* Hybrid Chunking
 Combines fixed-size and semantic approaches e T T

Frmt. T BT TR EOR Ou Te Tade WD Tewe Ve o
Ma H \ualrg F T Crgrem f Pa Ted Wit od v sewry
et Term of ten TR T R Marver 30 Tey Tl Oy e
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e Balances simplicity and coherence
* Adaptable to different content types
e Requires careful tuning

Refer to
From RAG-tag to RAG-nificent: Selecting Optimal algorithms for

Conversational Al, Oracle Cloudworld presentation by Ago Canepa
Amir Rezaeian

Example (chork Stze 50 words)

Source Dox
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Al Vector Search for Retrieval Augmentation
Generation(RAG)



Oracle Al Vector Search for RAG

. Limitations of using LLMs to answer my questions

@ As of now, | don't have real-time updates or information about specific hurricanes in 2024. If there
has been a hurricane affecting North Carolina in 2024, local news outlets and the National Hurricane

Center would provide the most current information on the storm’s path, impact, and any damages.

For the latest details, including forecasts, safety measures, and recovery efforts, | recommend
checking reliable sources like the National Weather Service or local emergency management
agencies. If you have other questions about hurricanes or need information on preparedness, feel

free to ask!

. Large Language Models (LLMs) are trained on a broad
range of data from the internet.

. LLMs were trained with the data that were available in the

internet at the of training.

. LLMs training has no access to private enterprise data



Oracle Al Vector Search for RAG

. Vector database augments Generative Al by retrieving detailed, often private contents needed to
answer questions

The user's question is o Vector DB finds private
encoded as a vector and 7 > 7149) \/ content (e.g. documents)
sent to a Vector database that closely match the

r@\ Vector Database user's question

User Private Content

LLM uses the content o ,\ @ e The content is sent to
plus general knowledge the LLM to help answer
LLM

to provide an informed the user's question
answer



Oracle Al Vector Search for RAG

. Vector database in Retrieval Augmentation Generation(RAG)

Retrieval Augmentation Generation (RAG)
Extended Pipeline

Enhanced prompt + benefits details +
"What's the policy?”

scenario examples + known concerns +
expected benefits changes...
Enhanced : Augmented
+ "What'’s are my
corporate benefits?”
Chat History

~ 6, Private

embedding content

Similarity Search Fetch docs for matching IDs
. —
| 7349 Vector ID

Matches \ ]
Vector Database Relational Database
Databa s onka Copyright © Z02 X, Ovadie anclfor s afflates




Building a RAG application with Vector Search and LangChain

. A simple RAG application using Oracle Al Vector Search and Langchain framework **
** Note: For the complete details of this sample application, refer to Oracle Al Vector Search livelab

Al Vector Search in Oracle 23ai Database

Data Sources { Document Document Chunking Embedding Vector Similarity
Loaders and Summarization Models Database Search

A\

I
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https://apexapps.oracle.com/pls/apex/r/dbpm/livelabs/view-workshop?wid=3927&clear=RR,180&session=4919779338838
https://apexapps.oracle.com/pls/apex/r/dbpm/livelabs/view-workshop?wid=3927&clear=RR,180&session=4919779338838
https://apexapps.oracle.com/pls/apex/r/dbpm/livelabs/view-workshop?wid=3927&clear=RR,180&session=4919779338838

Building a RAG Application with Vector Search and LangChain

Load the pdf document such as Oracle database 23ai user guild.pdf

Transform the pdf document to text.

Chunk the text document into smaller pieces

Embed the chunk as vectors to be stored in Oracle Database 23ai

Ask the question for the prompt. The question will be vectorized in the same embedding model
The question will be passed to Oracle Database 23ai to do a similarity search

The search results (context) are passed to the LLM to generate the response.

N O U e WwNRE
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Building a RAG Application with Vector Search and LangChain

1. Load the pdf document

& RAG Step 1 fload The document

N creating a pdflf reader object

#Creat|ng d pdf reader ObjeCt pdf: pdf = PdfReader(‘oracle-database-23ail-new-features-guide _pd7 ")

¥ print numsber of pages in pdf file
print{"The numnber of pages in this document is ~ len(pdf_pages))

pdf = PdfReader(‘filename.pdf’) ® print the first page

pranti{pd! . .pages 8 .extract text())

The number of pages in this document is 126

Oracle Databases
Oracle Database New Features

Release 23231
F484238 20
May B3, 2024

# RAG Step 2 - Transform the docoment to text

2. Transform the pdf document to text _ )
if pdf is mot None:

printf{"Transforming the PDF document to text. . _™)
. taxt=""
for page in pdf.pages for page im pdf.pages:
text += page.extract_text() text += page.extract_text()
#porintitext)
print{“Your have transformed the P docusent to text Fformat®]

Transforming the PDF document to text. ..
Your hawve transformed the PDF documsnt to text format




Building a RAG Application with Vector Search and LangChain

3. Split the text document into smaller chunks

text_splitter = CharacterTextSplitter(separator="\n",chunk_size=800,chunk_overlap=100,length_function=len)

chunks = text_splitter.split_text(text)

6. RAG Step 3 - Split the text document into smaller chunks

# RAG Step 3 - Chunk the text document into smaller chunks

text_splitter = CharacterTextSplitter(separator="\n",chunk size=390,chunk_overlap=100, length_function=len)
chunks = text splitter.split text({text)

print("Split successful, printing the first chunk")

print(chunksial)

Split successful, printing the first chunk
Oracle Database®
Oracle Database New Features

Release 23ai
F48428 -20
May 83, 2024

2 Oracle Database Oracle Database New F eatures, Release 23ai
F48428 -20
Copyright @ 2022, 2024, Oracle and/or its affiliates.
This software and related documentation are provided under a license agreement containing
restrictions on use and disclosure and are protected by intellectual property la ws. Except as
expressly permitted in your Llicense agreement or allowed by law, you may not use, copy,

reproduce, translate, broadcast, moedify, license, transmit, distribute, exhibit, perform, publish, or
display any part, in any form, or by any means. Reve rse engineering, disassembly, or
decompilation of this software, unless required by law for interoperability, is prohibited,




Building a RAG application with Vector Search and LangChain

4. Using an embedding model to embed the chunk as vectors to be stored in

Oracle Database 23ai
The embedding model used here all-MiniLM-L6-v2 from HuggingFace
model_4db = HuggingFaceEmbeddings(model _name="sentence-transformers/all-MiniLM-L6-v2")

knowledge base = OracleVS.from_documents(docs, model _4db, client=conn23c,
table_name="MY_DEMO4",

distance_strategy="DistanceStrategy.DOT_PRODUCT")

# Initialize model
model 4db = HuggingFaceEmbeddings(model name="sentence-transformers/all-MinilM-L6-v2")

# Configure the vector store with the model, table name, and using the indicated distance strategy for the similarity search and vecto
sltime = time.time()

knowledge base = OracleVS.from documents(docs, model 4db, client=conn23c, table name="MY DEM04", distance strategy=DistanceStrategy.D0
#knowledge base = OracleVs. from documents(docs, model 4db, client=conn23c, table name="MY DEMOOCI", distance strategy="DistanceStrateg
s2time = time.time()

print( f"Vectorizing and inserting chunks duration: {round(s2time - sltime, 1)) sec.")

Table dropped successfully...
Table created successfully...
Vectorizing and inserting chunks duration: 14.7 sec.




Building a RAG Application with Vector Search and LangChain

Check the database table created by Langchain: Columns: id, metadata, chunk text and

corresponding vector

Select * from my_demo4
where rownum < 2

# loads the SQL magic extensions

%load ext sql

# Connect to Oracle using oracledb library

# this 1is for legacy cx Oracle %sql oracle+cx oracle://scott:tiger@localhost:15217service name=FREEPDBI

%sql oracle+oracledb://vector:vector@localhost:1521?service name=0RCLPDB1

%sql select * from my demo4 where rownum < 2

[26]: id text

Oracle
Database
23ai is the
next long -
term support
releas e of
Oracle
Database. It
includes over
300 new
features with
a focus on
artificial
intelligence
(Al) and
developer
productivity.
Features
such as Al
Vector
Search
enable you
to leverage a

metadata embedding

array('f, [-0.03658159822225571, -0.01941094547510147, -0.010810347273945808, 0.00278968526981771,
0.03951172158122063, -0.009920173324644566, 0.023954592645168304, 0.029138969257473946,
-0.10468441992998123, -0.006722270045429468, -0.025112343952059746, -0.016803069040179253,
0.06708680838346481, -0.02237202227115631, -0.018269244581460953, -0.0010180049575865269,
-0.03190352022647858, 0.008001388050615788, -0.031326111406087875, -0.09920547157526016,
-0.0300012044608593, 0.02320478856563568, -0.011083254590630531, -0.052901316434144974,
0.016076592728495598, 0.082706242739975891, 0.01444315630942583, -0.058435216546058655,
0.001321742543950677, -0.046375907957553864, 0.01929554156959057, 0.014564533717930317,
0.02003544382750988, 0.021781660616397858, -0.13767936825752258, -0.023051675409078598,
-0.0814642533659935, -0.02469373121857643, 0.026278920471668243, -0.03430929780006409,
-0.05079200491309166, -0.05630091205239296, -0.100071981549263, 0.012328796088695526, 0.0861680880188942,
0.02190079167485237, -0.06671038269996643, -0.02786494418978691, 0.02970380336046219,
0.08335181325674057, -0.11445116251707077, 0.003609301056712866, -0.026479218155145645,
0.018975013867020607, 0.03873791918158531, 0.02721739560365677, 0.020795857533812523,
0.030421249568462372, -0.0032251004595309496, -0.011276564560830593, 0.06390005350112915,
-0.07379689067602158, 0.09508409351110458, -0.011043175123631954, 0.02189037762582302,
0.0012366424780339003, -0.008321236819028854, -0.03166859596967697, 0.044548097997903824,
-0.12191140651702881, -0.03850025311112404, 0.09607793390750885, -0.0541131958071718216,
0.02166854403913021, -0.08652691543102264, 0.09547340869903564, 0.08389736711978912, 0.00431916955858469,
0.028444334864616394, -0.024005504325032234, -0.025050297379493713, 0.027645906433463097,
-0.04765533283352852, 0.010380342602729797, 0.053326234221458435, -0.05691875144839287,
0.07027460634708405, -0.031938884407281876, 0.049787215888500214, 0.01087469793856144,
0.042229048907756805, -0.03480788320302963, 0.02507907710969448, -0.05916276201605797,
0.014800400473177433, 0.012537235394120216, -0.06082005426287651, -0.08434253185987473,
0.019186334684491158, 0.029068531468510628, -0.04787250980734825, 0.11926072835922241,
0.013148070313036442, -0.04680410400032997, -0.08488404005765915, 0.023632651154930077,
0.04484761133790016, -0.0371067076921463, 0.05358376353979111, -0.06544138491153717,
-0.016474299132823944, 0.002346457913517952, -0.014560796320438385, -0.15739497542381287,
0.05741714686155319, 0.04043841361999512, -0.1364080011844635, 0.0117074279114604, 0.04871664196252823,
0.05271068960428238, 1.4185237845130265e-05, -0.001957066124305129, -0.04116304963827133,
0.014474596828222275, 0.022032873705029488, 0.02183239348232746, -0.106011950477609634,
3.872511487808496e-33, -0.06387393921613693, 0.0040779076516628265, -0.006564603652805089,
-0.06890714168548584, 0.07419261336326599, -0.04284325987100601, -0.016431787982583046,
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5. Build the prompt to query the document
user_question = (‘Tell me more about Al Vector Search”)

# RAG Step 5 - Build the prompt to query the document

user_question = ("Tell me more about AI Vector Search")
print ("The prompt to the LLM will be:",user question}

The prompt to the LLM will be: Tell me more about AI Vector Search

Start the Vector search based on the prompt, Set up time to measure performance:
result_chunks=knowledge_base.similarity_search(user_question)

# Set up time to measure performance

# code not needed, used to measure time for search and return only, used for measuring performance
if user question:
sitime = time.time()
result chunks=knowledge base.similarity search(user question)
sdtime = time.time()
print{f"Search for the user question in the Oracle Database 23ai and return similar chunks duration: {
print{"")

Search for the user question in the Oracle Database 23ai and return similar chunks duration: @.0 sec.



Building a RAG Application with Vector Search and LangChain

Choose an LLM to generate your response
Choose 1: Use Meta Llama LLM through OCI GenAl service

Sets up the OCI GenAl Service LLM to use Meta Llama

ENDPOINT = "https://inference.generativeal.us-chicago-1l.oci.oraclecloud.com”
COMPARTMENT OCID = COMPARTMENT OCID

EMBED MODEL="meta.llama-2-7@b-chat"”

print (ENDPOINT)

# set the LLM to get response
Llm = OCIGenAI(
model id="meta.llama-2-78b-chat",
service endpoint="https://inference.generativeai.us-chicago-1.oci.oraclecloud.com",
compartment id=COMPARTMENT OCID,
model kwargs={"temperature": 0.7, "top p": 0.75, "max tokens": 2080},
auth _type="API KEY",
)
print{“The LLM model you will use 1s meta.llama-.2-/0b-chat from O(Cl GenAl Service")

https://inference.generativeai.us-chicago-1.o0ci.oraclecloud.com
The LLM model you will use is meta.llama-2-78b-chat from OCI GenAI Service
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Choose 2: use Cohere LLM through OCI GenAl LLM
Set up OCI GenAl service to use the Cohere LLM

ENDPOINT = "https://inference.generativeai.us-chicago-1.oci.oraclecloud.com"

lIm = OCIGenAl(model_id="cohere.command”,
service_endpoint="https://inference.generativeai.us-chicago-1.oci.oraclecloud.com”,

compartment_id=COMPARTMENT_OCID,
model_kwargs={"temperature". 0.7, "top_p": 0.75, "max_tokens": 2000},
auth_type="API_KEY"))

ENDPOINT = "https://infTerence.generativeali.us-chicago-1l.oci.oraclecloud.com"
COMPARTMENT OCID = COMPARTMENT OCID
print (ENDPOINT )

# set the LLM to get response
Llm = O0CIGenAl(
model id="cohere.command",
service endpoint="https://1nTerence.generativeal.us-chicago-l.ocl.oraclecloud.com”,
compartment id=COMPARTMENT OCID,
model kwargs={"temperature”": @.7, "top p": .75, "max tokens": 20001},
auth type="API KEY",
)
print({("The LLM model wyou will use is cohere.command from O0CI GenAl Service")

https://inference.generativeai.us-chicago-l.oci.oraclecloud. com
The LLM model you will wse is cohere.command from OCI GenAl Service
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Set up a template for the question and context, and instantiate the database retriever object
to use the retriever to retrieve context from Oracle Database 23ai

template = """Answer the question based only on the following context: {context} Question: {question}
prompt = PromptTemplate.from_template(template)

retriever = knowledge _base.as_retriever()

# Set up a template for the question and context, and Instantiate the database retriever object

template = """Answer the question based only on the following context:
{context} Question: {question} """

prompt = PromptTemplate.from template(template)
retriever = knowledge base.as retriever()

print("The template is:",template)

The template is: Answer the question based only on the following context:
{context} Question: {guestion}



Building a RAG application with Vector Search and LangChain

LangChain provides framework for creating chains of component, including LLMs and other type of

components.
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Building a RAG application with Vector Search and LangChain

the LangChain pipeline : chains all the components together to produce an LLM response:

with context: Retrieve the context, construct the prompt with the question and context

Pass to LLM for the response

chain = ( {"context": retriever, "question": RunnablePassthrough()} | prompt| llm | StrOutputParser())

# RAG Step 6. and 7 - Chain the entire process together, retrieve the context, construct the prompt wi

sotime = time.time()
print("We are sending the prompt and RAG context to the LLM, wait a few seconds for the response...")

chain = (
“context": retriever, "question": RunnablePassthrough())
| prompt
| 1lm
| StrOutputParser()
)

response = chain.invoke(user question)
print(user question)

print(prompt)

print(response)

# Print timings for the RAG execution steps

s6time = time.time()
print("")
print( f"Send user question and ranked chunks to LLM and get answer duration: {round(s6time - s5time,

We are sending the prompt and RAG context to the LLM, wait & few seconds for the response...

Tell me more about AI Vector Search

input_variables=["context', 'guestion'] template='Answer the question based only on the following context:\n
{context} Question: {question}

Al Vector Search is a feature introduced in Oracle Database 23 Al that allows you to run AI-powered vector si
milarity searches within the database. With this feature, you can leverage AI models to generate vectors from
documents, images, sound, and more, and then index and search for similarity based on those vectors. This eli
minates the need to move business data to a separate vector database, reducing complexity and improving secur
ity.

Vector Indexes are a crucial component of the AI Vector Search, they are used to efficiently store and search
high-dimensional vector data by organizing similar items together, which makes the search process efficient.

With AI Vector Search, you can combine sophisticated business data searches with AI vector similarity searche
s using simple SQL queries, enabling the rapid development of AI-driven applications.

Would you Like to know more about the advantages of using AI Vector Search?

Send user question and ranked chunks to LLM and get answer duration: 5.6 sec.

Finish



GenAl RAG Architecture with Vector Search

Create Vector Indexes
(Optioml)
Call to LLM on Cloud for
umuatne l LM = Complete RAG Inference
(Optional)

— — . ——
[——] X -: m S
= ‘D— - - L‘\g
Husiness =y \$ ;
Unstructured veont Vector — Similarit i s U d
nstroctiured : MIArily an . y nstructure
Embedd Relational Tabl Result L mbedding
Data m N;m:'ug Embeddings elational Tables Query Results Relational Query o Data Sample
\ ] |\ ] |\ J
1 1 i

Generate Vector Embeddings Store Vector Embeddings Combine Similarity and Keyword Searches

46



Summary

* Vector and Vector search

* Vector Search in Oracle Database 23ai
* Vector Embedding Methods

* Al Vector Search for RAG in GenAl
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